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Recurrent Variational Open Set Recognition:

Recognizing unknown classes in smartphone sensor data
N'yoma Diamond WPI; Sean Jordan, UMBC; Amelia Norman, UVA
Mentor. Luke Buquicchio, Faculty Advisor. Professor Elke Rundensteiner, PhD

Motivation
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Smartphones can give insights into people's health
User has less activity — indication of potential iliness?

Not all activities (classes) are present during training,
so we need a model that can flag unknown activities
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_ Project Objective:
ce VOSR model to handle fim series data
modeling technology.

classes & reject |

Department of Data Science

Proposed Model: rVOSR

_ Recurrent Ne

rVOSR integrates an RNN and a VAE to refer to
previous time-steps when encoding data for later use

in open set classification via Extreme Value Theory.?!
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. rVOSR computes a temporal multimodal latent
representation where each dimension corresponds
to one of n known classes at some moment in time.

Temporal nature allows us to improve the quality of
predictions on the latent space compared to VOSR.

Consistency is @ human-interpretable metric for the
ability of an auto-encoding model to reconstruct data.

Compares a pre-trained classifier's output
on reconstructed data versus original data.
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Model/Dataset | Sequence Length

HARRI 50 seconds

(5+1 classes)

60 seconds

3 minutes
ExtraSensoryl®] S
(4+1 classes) 2 m',n”tes,

10 minutes

Latent Space Class Separation
VOSR

own (Bicyeling)

Conclusions

VOSR s the first variational epen set classification
mode! to incorporate @ recurrent structure.

VOSR shows superior. performance over the state-
of-the:art VOSR modelon time-series data
(ExtraSensory and HAR datasets).
'« In future work, we can test additional datasets and
¥periment with modifieations toithe VOSR model.
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