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Abstract 
 
The environment in heavy industries is distinguished by heavy tear and rough fuel surfaces. The 
surface roughness magnitude of the gauges, dents etc. could be substantial, where the roughness 
depth would range from less than a millimeter up to several millimeters. Forest fuel surfaces will 
generally have rough surface characteristics, roofs and facades on residential homes in the wildland 
urban interface will in most cases be non-flat. Performing fire experiments and testing the ignition 
characteristics of the fuel surface, the influence of surface roughness and surface structures should be 
investigated and accounted for. Ignition would occur first at any part exposed by heat transfer from 
several directions and we are facing a two/three-dimensional ignition scenario. In this paper the gauge 
depth, angle and distance was varied to depict roughness. In five out of thirteen experimental cases 
the average ignition time showed significant difference when compared to the flat surface case, but no 
clear pattern was detected. No clear patterns were found when studying the two-dimensional analysis 
results at the time of ignition. In both experiments and the two-dimensional analysis a majority of the 
temperatures were within the one standard deviation variation and did not show any significant 
difference compared with the flat case, except when comparing the gauge bottom temperatures and 
upper surface temperatures of the two-dimensional analysis where significant difference was found in 
all cases.  
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Notation 
 

mA = area of surface m  (m2) 

pc = specific heat (kJ kg-1 K-1) 

spc , = specific heat of solid (kJ kg-1 K-1) 

D = diffusion coefficient (m2 s-1) 

bnE = emissive power of surface n  (kW m-2) 

coneE = emissive power of cone calorimeter (kW m-2) 

=mnF  view factor between surface m  and n   

h = height of cone (m) 

ch = convective heat transfer coefficient (kW m-2 K-1) 

k = thermal conductivity (kW m-1 K-1) 

sk = thermal conductivity of solid (kW m-1 K-1) 

gk = thermal conductivity of fluid (kW m-1 K-1) 

''
eq = external incident heat flux (kW m-2) 

=−nmq net heat flow from surface m  to surface n  (kW) 

=''
,, enclosureradnetq  net radiation term for the upper surface ( 0=x ) (kW m-2) 

''
sq = heat flux at fuel surface (kW m-2) 

r = radius of cone (m) 

aR = average height (m) 

daR = average absolute slope (degree) 

=mnR  radiative heat flow resistance between surface m  and n  (m-2) 

nR = radiative heat flow resistance of surface n  (m-2) 

=S mean distance between adjacent peaks (m) 

t = time (s) 

igt = time to ignition (s) 

pyt = heating time for the solid to attain a temperature where fuel vapor is emitted in concentrations 

which makes ignition possible (s) 

mixt = transport time needed for fuel vapors and oxygen to reach ignition source (s) 

chemt = time for the fuel vapor and oxygen mixture to combust after reaching the ignition source (s) 

t∆ = time increment (s) 
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T = temperature (K) 

0T = ambient air temperature (K) 

gT = fluid temperature (K) 

=i
nmT ,  node temperature at time step i  (K) 

=nT  surface temperature of surface n  (K) 

sT = surface temperature (K) 

u = gas velocity in the x-direction (m s-1) 

v = gas velocity in the y-direction (m s-1) 

x = distance to point of interest (m) 

x∆ = distance increment (m) 

y = distance to point of interest (m) 

FY = the mass fraction of fuel 

FSY  = the mass fraction of fuel in the volatiles 

OY = the mass fraction of oxygen 

∞OY = the mass fraction of oxygen in the ambient air 

z = distance between cone calorimeter and upper fuel surface (m) 

α = thermal diffusivity (m2 s-1) 

sα = absorptivity of the fuel surface 

=δ  boundary layer thickness (m) 

i∆ = slope of the roughness structure (degree) 

=nε  emissivity of surface n  

sε = emissivity of the fuel surface 

η = angle between two opposing surfaces with a common edge (degree) 

ρ = density of fuel vapor (kg m-3) 

sρ = density of solid (kg m-3) 

σ = Stefan-Boltzmann constant, 5.67·10-11 kW m-2 K-4 

=τ transmissivity of air 

=systemτ time constant of the system (s) 

=φ  angle between two opposing surfaces without a common edge (degree) 
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1. Introduction 
 
When designing the overall heat release rate of an object, calculating the appropriate ignition time of 
the various fuel packages will be decisive. During a number of earlier studies on the heat release rate 
of mining vehicles (Hansen (2015a), Hansen (2015b)) the question on how the surface roughness will 
affect the ignition was raised. The environment in mining industries is distinguished by heavy tear and 
rough fuel surfaces. The surface roughness magnitude of the gauges, dents etc. could be substantial, 
where the roughness depth would range from less than a millimeter up to several millimeters.  

An important component when quantifying the spread and behavior of a wildfire is the ignitability of a 
fuel item, for example a fuel bed or a building facade.  Typically fuel item ignition characteristics are 
measured based on flat surfaces.  Many fuel items have non-flat surfaces that can be characterized 
based on surface geometry using the concept of a surface roughness.  The roughness depth for 
different tree trunks can vary from less than a millimeter to several millimeters (Eberhardt (2015), 
Yanoviak et al. (2016)), for building surfaces - such as wooden panels - man-made depths of 10-20 
mm can be found.  How the surface roughness effects fuel item ignition is not well defined at this time.  

Any surface protuberances on an uneven surface would ignite first; as these will be exposed by heat 
transfer from several directions as we are facing a two/three-dimensional ignition scenario. Heskestad 
(1979) performed ignition tests on samples with variable surface roughness and found that the ignition 
time was largely affected by the surface structure for diffusion flames as well as premixed flames. 
Akita (1959) performed ignition tests on wood with variable surface roughness and found no 
differences in ignition time. These two studies point in different directions but the number of 
experiments in the papers was limited and the subject has not been investigated to any larger extent.   

The work presented consists of an analysis where results from cone calorimeter experiments and a 
two-dimensional analysis were used for exploring potential relationships with respect to the ignition of 
rough fuel elements. The aim and purpose of this paper is to perform an exploratory analysis on the 
influence of surface roughness with respect to ignition that may act as a basis for future studies. 
Besides surfaces characterized by roughness, the results may also be applicable to non-flat surfaces 
where the surface structures are part of the design of the equipment such as tyre threads or a building 
facade.      
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2. Defining surface roughness parameters 
 
Surface roughness can be distinguished by the random nature and found in two dimensions. 
Perpendicular to the surface the height of the protuberances can be distinguished. Parallel to the 
surface the texture of the protuberances can be distinguished (Thomas (1999)). Interesting 
parameters in order to characterize the roughness of a surface would thus be the amplitude and the 
distribution of the protuberances.  

The features of surface roughness can be described in numerous ways. Due to the random nature of 
the protuberances an average value of the specific parameter is often best suited when characterizing 
the surface roughness. The following parameters are examples of average values: 

- Amplitude of roughness structures to get a picture of the vertical characteristics of the surface 
structure. This could be defined as the average absolute deviation of the roughness structures 
from the mean line: 
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- Distance between roughness structures to get a picture of the horizontal characteristics. This 
could be described by the average distance between local peaks: 
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- The slope or angle of the roughness structure will provide a picture of the combination of the 
vertical and horizontal characteristics. This could be described by average absolute slope of 
the roughness structure: 
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The three parameters above represent the three groups that surface roughness structures are 
normally divided into: amplitude parameters, horizontal distance parameters and parameters 
representing a combination of amplitude and horizontal distance parameters. In the ensuing two-
dimensional analysis and cone calorimeter experiments gauges with certain angles, depths and 
distances were applied in order to depict roughness features. In figure 1 the parameters are described 
for a two-dimensional cross-section of a specimen. The simplified surface roughness features and the 
milling of the structures were performed to obtain controlled and homogeneous structures suitable for 
an exploratory analysis. 
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Figure 1. Surface roughness parameters applied in the experiments and analysis.    
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3. Ignition process 
 
Ignition of a fuel item will depend on its flat surface reaching a critical condition such as a temperature. 
The ignition temperature represents the point in time when a flat surface can support flaming ignition 
(Atreya (1998), Babrauskas (2003)). For this critical condition to be reached, the incident heat flux has 
to exceed the surface losses at the ignition temperature. Surface roughness will then be expected to 
affect the local incident heat flux and the local surface losses. In turn the local temperature would be 
expected to vary based on the characteristics of the roughness. 

Figure 2 depicts the ignition process at a rough surface where the fuel sample has a horizontal 
orientation and the mass flow in the direction of the heat source. In the case of a vertical fuel sample 
orientation the physics will different, also a forced flow will present a different situation as opposed to 
the buoyantly generated flow seen in figure 2. 

 

 

Figure 2. Ignition processes at a rough surface.  

 

In the following the two-dimensional governing equations for the solid/gas interface for a rough 
horizontal surface exposed to radiant heating are presented and discussed. The presented models are 
primarily based upon the one-dimensional models of Atreya (1998). In the analysis and experiments 
only the piloted ignition is accounted for, as the piloted ignition was used at the cone calorimeter tests. 
The governing equations of the gas phase and the solid phase can be found for example in a paper by 
Atreya (1998).  
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3.1 Governing equations of the solid/gas interface 
 
Quintiere (2006) presented an expression containing the individual ignition time components: 

 

chemmixpyig tttt ++=      (4) 

 

The pyt -component describes the time to attain the temperature where adequate fuel vapor 

concentrations are emitted. The mixt -component accounts for the time needed for fuel vapors and 

oxygen to reach the ignition source. The chemt -component accounts for the time from when the 

flammable mixture reaches the ignition source until combustion. The focus will be on the pyt - and the 

mixt -component as these will dominate over the chemt -component (negligible where strong ignition 
conditions prevail which can be assumed for the experiments).  

 

Initial boundary conditions ( 0=t ) within the boundary layer ( δ<< x0 ): 

 

0)0,( =xYF       (5) 

 

∞= OO YxY )0,(      (6) 

 

0)0,( TxT =       (7) 

 

Fuel conservation at the surface ( 0=x ), 0>t : 
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Oxygen conservation at the surface, 0>t : 
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Fuel temperature at the surface, 0>t : 

 

STtT =),0(       (10) 

 

Boundary conditions at the boundary layer ( δ=x ), 0>t :  
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0),( =tYF δ       (11) 

 

∞= OO YtY ),(δ      (12) 

 

0),( TtT =δ       (13) 

 

τδ ⋅⋅== − yerBoundaryLaConeconee FEqtq '''' ),(     (14) 

 

Assuming optically thin conditions, the gas phase absorption of radiation can be neglected and the 
heat flux from the cone calorimeter can be expressed as: 

 

''''
eeFuelSurfacerBoundarLays qFq  ⋅= −     (15) 

 

The heat flux from the cone is measured at the surface which strengthens the neglecting of the gas 
phase absorption.  

  

The solid boundary condition at a surface plane: 
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The temperature change in the y-direction is assumed to be small and the conduction in the flow 
direction is negligible. The net radiation to the solid surface is the final term on the RHS of the 
equation and is solved through a network analysis described below.  

 

The temperature continuity at the interface: 
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The heat flux continuity (no-slip condition): 
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Figure 3 displays the natural convection case and the convective energy flows of a control volume at 
the interface. The resulting second-order differentials of the convective energy were neglected in 
equation (16). 

 

Figure 3. Natural convection case for a rough surface. 

 

Given that the mixing time is small compared with the heating time - see below for analysis - the gas 
phase details can be simplified with respect to the mixing time, where a heat transfer coefficient is 
used in equation (16): 

 

enclosureradnetsc qTTh
x
Tk ,,0 )( ′′+−⋅=
∂
∂
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To investigate the gas phase flow field over the solid surface, the boundary layer thickness was 
calculated for two cases: forced flow and natural convection over a horizontal specimen facing 
upwards.  

For the forced flow case, the boundary layer thickness was calculated based upon the Reynolds 
number resulting in a laminar flow case (Holman (2002)). Figure 4 displays the boundary layer 
thickness as a function of the distance from the edge of the specimen. 
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Figure 4. The boundary layer thickness; forced flow case.  

 

For the natural convection case, the boundary layer thickness was calculated applying a paper by 
Lewandowski et al. (2000). The model assumes that the thermal and hydraulic boundary layers have 
comparable thicknesses.  

The equations for the two cases are valid for flat surfaces and the boundary layer thickness for a 
surface with milled gauges will not be identical. Nevertheless, the equations are applied in order to 
obtain approximate values. Given the boundary layer thickness, the mixing time was calculated 
applying a binary diffusion coefficient for carbon monoxide. The mixing time above the centre of the 
specimen for both cases was found to be small in comparison with the ignition times of the 
experiments and therefore the gas phase details can be simplified with relation to the mixing time. 

The spark igniter in the experiments is located 13 mm above the centre of the specimen, which is 
within the boundary layer for both cases. This will imply that no additional transport time beside the 
mixing time should be considered and piloted ignition prevails.    

In the two-dimensional analysis the following assumptions were made: 

- Heat losses due to moisture content of the fuel sample are neglected, assuming low moisture 
content.  

- The fuel decomposition will occur in depth of the fuel sample and charring is assumed.  

- The mass flux is low prior to ignition and the heat of pyrolysis is neglected. 

- An opaque material is assumed as well as gray and diffuse fuel surfaces. 

- The gas of the boundary layer is a non-participating gas as the optical pathlength will be small 
due to the short distance between the cone element and the specimen. 

- The radiation is absorbed at the surface. 

- The infinitely thin surface of the sample with virtual sides representing the boundary layer and 
the ambient above the boundary layer is regarded as an enclosure when accounting for the 
radiative heat transfer from the cone to the interface. 



 14 

- The contribution of the gas-phase exothermic reactions is negligible in the energy balance at 
the interface. 
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4. Network analysis 
 
The following assumptions were made related to the network analysis: 

- The temperature along a gauge surface and for an upper surface segment will vary and therefore the 
surfaces were divided into finite parts. 

- For the gauges a three sided enclosure is assumed, consisting of the two gauge slopes and the 
upper virtual side - in level with the upper surface of the specimen. 

- Uniform emissivity for the finite parts. 

- The incident radiation upon the upper surface is set to 35 kW m-2 at the centre of the specimen, 
equivalent to the measured heat flux at the specimen surface during the calibration procedure. This 
requires that the boundary layer gas is a non-participating gas. 

 

The emissive power of the individual surfaces: 
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The radiative heat flow resistances: 
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The individual net interchange between two surfaces: 
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The net interchange between the cone and a surface: 
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radialF  describes the view factor along the surface.  
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The individual net interchange terms for a surface are summed up into a total net heat flow: 
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The net radiation term of equation (19): 
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4.1 View factors 
 
The variation of the incident radiation with the radial distance from the centre for an upper surface:  

The incident radiation varies with the radial distance from the centre and can be described applying 
(Wilson et al. (2003)):  
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2
4

2
44 1 RHZ ++=      (33) 

 

The parameters of equations (28-33) are seen in figure 5. 

 

 

Figure 5. View factor parameters for the cone calorimeter surface (3) and a surface element ( 1dA ). 

 

Figure 6 displays the view factor across the upper surface as a function of the radial distance from the 
centre. In the calculations the view factor at the centre was set to 1 and the view factor of adjacent 
segments was adjusted accordingly. 
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Figure 6. View factor of the upper surface as a function of the radial distance from the centre. 

 

The view factor term in equation (21) can be differentiated into three cases: 

a) Two infinitely long surfaces having a common edge with an included angle (Schröder and Hanrahan 
(1993)). 

b) Two infinitely long surfaces of equal widths having a common edge with an included angle (Siegel 
and Howell (2001)). 

c) Two infinitely long surfaces without a common edge with an included angle (Siegel and Howell 
(2001)). 

 

a) Two infinitely long surfaces having a common edge with an included angle (Schröder and Hanrahan 
(1993)): 

b
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The parameters of equations (34) and (35) are found in figure 7. 
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Figure 7. View factor parameters for two opposing surfaces with a common edge. 

 

b) Two infinitely long surfaces of equal widths having a common edge with an included angle (Siegel 
and Howell (2001)): 
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c) Two infinitely long surfaces without a common edge with an included angle (Siegel and Howell 
(2001)): 
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The parameters of equation (37) are found in figure 8. 

 

Figure 8. View factor parameters for two opposing surfaces with no common edge.  
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5. Experiments and two-dimensional analysis 
 

5.1 Cone calorimeter experiments  
 
Cone calorimeter experiments were conducted in the Fire Science Laboratory at WPI.  

The specimens were white pine boards (0.1x0.1x0.025 m (LxWxH)) as the surface would not change 
shape during the pre-ignition phase, exceeding the length scale of the roughness structures. 
Measurements were performed to verify thermally-thick behavior. 

V-shaped gauges were milled in the same direction as the grain - depicting roughness features - 
varying the depth, angle and distance; see Table 1 and Figure 1. Table 1 also includes the normalized 
characteristic lengths of the cases, with respect to the width/length of the cone specimen (i.e. 100 
mm). The limited data set was due to the scoping study nature of the project. 

Case #1 had no roughness feature for reference. Throughout the experiments the incident heat flux 
was set to 35 kW m-2. 

A number of experiments were also conducted with a heat flux of 50 kW m-2, but the increase in heat 
flux resulted in virtually no differences in ignition time between the experiments.  

The ignition time, temperature on upper surface and in a gauge (using glass braid insulated 
thermocouples with 0.25 mm diameter and a 2.2°C tolerance) were recorded. The thermocouples in 
the gauges were positioned in the upper third part of the gauge as it was difficult to position the 
thermocouples at the bottom. 

The average specimen moisture content was measured at 5.8%, using a P-2000 electrical resistance-
type moisture meter from Delmhorst Instrument.  

Outlier elimination of ignition times and surface temperatures were conducted as single values stood 
out. When outlier elimination was applied the change in the average value was minimal. 

When looking into the temperature data of the cone experiments it was noticed that when the shutter 
opened a sudden temperature increase occurred followed by a period where the temperature levelled 
out and finally a rapid temperature increase. An ignition criterion was defined in this paper as the point 
of time when the temperature initiated this final and sudden increase.  

5.2 Finite Difference Method  
 
A two-dimensional analysis – applying a finite difference methodology – of the heat conduction into the 
specimen was conducted, varying: gauge depth, angle and distance. Table 2 lists the different cases, 
identical with the experiments.  

Unsteady-state conduction and no energy generation were assumed. Neglecting heat of pyrolysis and 
assuming an opaque material, the energy equation of the solid phase: 
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was applied.  

 

The exposed face solid boundary condition of equation (19) was applied as well. 



 21 

The roughness parameters can be linked to equation (19). The convective heat transfer, first term on 
right hand side of equation (19), is assumed constant relative to the surface roughness due to the 
“shallow” normalized depths (up to 5%).  The radiation heat transfer, second term on the right hand 
side of equation (19), accounts for the changing aspects of the surface roughness. It is assumed that 
the incident radiation to each node varies with the radial distance from the centre of the specimen. It is 
also assumed that the incident radiation inside a gauge enclosure will vary with the gauge angle and 
depth.  

Figure 9 displays the node set-up in two cases; the upper case has a 2 mm gauge depth, 45° gauge 
angle  and 10 mm gauge distance, the lower case a 5 mm gauge depth, 60° gauge angle  and 2 mm 
gauge distance. The blue squares represent interior nodes, the red represent surface nodes, the 
orange exterior corner nodes and the green interior corner nodes.  

 

 

Figure 9. Node set-up in two cases. 

 

Each upper surface node shown in Figure 9 exchanges radiation with the ambient environment only. 
Each surface node that is part of a gauge, see Figure 9, exchanges radiation with the ambient and the 
other parts of the gauge that can be “seen” from the given node.  A virtual enclosure is established for 
each gauge based on its characteristics and the appropriate view factors are calculated to establish 
the radiative exchange “within” the virtual enclosure. 

5.3 Set up of two-dimensional analysis 
 
Unsteady-state conduction and no energy generation were assumed in the analysis. Neglecting the 
heat of pyrolysis and assuming an opaque material, the energy equation of the solid phase (equation 
(38)) is applied where the second partial derivatives and the time derivative are approximated by: 
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Inserting the approximations into equation (38) results in the following approximation for an interior 
node:  
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Figure 10 displays an interior node system. 

 

 

Figure 10. Node system for an interior node. 

 

The solid boundary condition at a surface plane (equation (19)) can be approximated by the following 
approximation for a surface node (setting the energy conducted, convected and radiated into the node 
equal to the internal energy increase of the node):  
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For an upper surface node, the heat flux term on the LHS of equation (45) only contains the net 
interchange between the cone heater and the surface node. See figure 11 for the node system. 
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Figure 11. Set up of nodes for a surface node. 

 

The approximation of equation (19) for an exterior corner node:  
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The first term on the LHS of equation (46) only involves the net heat flux term from cone calorimeter to 
the upper surface of the corner node. The second term involves both the net heat flux term from cone 
calorimeter to the slope segment and the net interchange term of the slope segment. See figure 12 for 
the node system. 

 

 

Figure 12. Node system for an exterior corner node. 

 

Approximation of equation (19) for an interior corner node: 
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See figure 13 for the node system. 
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Figure 13. Set up of nodes for an interior corner node. 

 

Approximation of equation (19) for an exterior corner node with one side insulated: 
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For a corner node along the upper surface, the heat flux term on the LHS of equation (45) will only 
contain the net interchange between the cone heater and the surface node. See figure 14 for the node 
system. 

 

 

Figure 14. Node system for an exterior corner node with one side insulated (bold line). 

 

Approximation for an internal node - applying equation (19) - with one side insulated: 
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See figure 15 for the node system. 
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Figure 15. Set up of nodes for an internal node with one side insulated (bold line). 

 

Tabulated values for pine (moisture content of 0%) (Babrauskas (2003)) were applied in the analysis: 

- Heat capacity: 1.8 kJ kg-1 K-1 

- Thermal conductivity: 0.185 W m-1 K-1 

- Density: 510 kg m-3 

 

A sensitivity analysis was carried out to find the optimal distance increment, applying (Holman (2002)):  
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Based upon the results, the time increment was set to 0.25 s and the distance: 0005.0=∆=∆ yx  m.  

The absorptivity and the emissivity of the white pine surface was assumed to be 0.88, as there were 
no experimental data available (Babrauskas (2003)).  

The convective heat transfer coefficient was set to 0.024 kW m-2 K-1, valid for a heat flux of 35 kW m-2 
in a cone calorimeter (Babrauskas (2003)). 

5.4 Procedure of the model calculations 
 
In order to further clarify the model details, the step-by-step procedure is presented here: 

The first step involved setting up the geometry of the specific case and dividing the sample into the 
different types of nodes with the optimal distance increment. Initially the temperature of the gauge and 
upper surface nodes were set to the same temperature as the thermocouples recorded when the 
shutter was opened.  

During the second step the view factors for the different surface nodes were calculated using 
expressions described above, both with respect to the cone heater as well as for nodes facing each 
other in the gauges. 

The third step involved using equation (19) and applying the external heat flux from the cone heater 
and the surface temperature of the previous time step, the incident heat flux at the various surface 
nodes were calculated. The net interchange term for a gauge surface node was calculated using 
equation (25) and for an upper surface node equation (24) was used. In both cases the emissive 
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power of the individual surface nodes were calculated applying the surface temperature from the 
previous time step. 

In the fourth step the temperature of the surface nodes as well as the internal nodes were calculated 
applying the different approximate equations described above as well as the node temperatures from 
the previous time step. 

The calculations are repeated for the third and fourth step for each time step.  

 
 
 
 
 



 

Table 1. The configuration of each experimental case; resulting ignition times and temperatures of the experiments. 
Case 
# 

Depth  
of  
gauges  
(mm) 

Angle  
of  
gauges  
(degrees) 

Distance  
between  
gauges  
(mm) 

Number 
of  
Gauges 

Normalized 
depth 

Normalized 
distance 

Average 
ignition 
time (s) 

Standard 
deviation 
ignition 
time 

Average 
upper 
surface 
temperature 
(°C) 

Standard 
deviation 
upper 
surface 
temperature 

Average 
gauge 
temperature 
(°C) 

Standard 
deviation 
gauge 
temperature 

1 0 0 0 0 0 0 30 2 364 20 - - 
2 2 45 10 5 0.02 0.1 34 2 404 18 384 10 
3 5 45 10 4 0.05 0.1 41A 2 411B 16 371C 20 
4 2 45 2 9 0.02 0.02 30 2 346 25 365 13 
5 5 45 2 5 0.05 0.02 40A 4 360 20 356 12 
6 2 30 10 5 0.02 0.1 26 2 370 23 346 25 
7 5 30 10 4 0.05 0.1 31 3 377 40 314CD 20 
8 2 60 10 4 0.02 0.1 17A 1 313B 22 300D 14 
9 5 60 10 3 0.05 0.1 30 4 363 20 345 16 
10 2 30 2 8 0.02 0.02 26 1 361 14 359 25 
11 5 30 2 6 0.05 0.02 35A 4 364 16 336 29 
12 2 60 2 6 0.05 0.02 31 3 361 19 368 18 
13 5 60 2 4 0.05 0.02 28 2 344 15 353 20 
14 2 30 20 3 0.02 0.2 25A 1 390 6 336C 16 
        Avg = 2  Avg = 20  Avg = 18 
             

                                                 
A Shows significant difference based on 1 SD variation (4 sec) compared to Case #1 for ignition time. 
B Shows significant difference based on 1 SD variation (40 °C) compared to Case #1 for upper surface temperature. 
C Indicates significant difference based on 1 SD variation (38 °C) between upper surface and gauge temperatures. 
D Shows significant difference based on 1 SD variation (36 °C) compared to Case #1 for gauge temperature. 
 



 

 
 

6. Results and discussion 
 
Establishing a significant difference between the mean experimental values, a criterion where the 
range of one standard deviation of the means did not overlap each other was applied, see Table 1.   

6.1 Ignition times of experiments 
 
Table 1 displays the average time of ignition for all experimental cases. Five of the thirteen cases 
showed significant difference when compared to the flat surface case. These five cases did not show 
any clear pattern related to the gauge characteristics. 

6.2 Surface temperatures at ignition from experiments 
 
Table 1 displays the average upper surface and gauge temperatures for all experimental cases.  Two 
out of thirteen cases for the upper surface temperature and two out of thirteen cases for the gauge 
temperature showed significant difference when compared to the flat case. These cases show no clear 
pattern related to the gauge characteristics. Comparing the upper surface and gauge temperatures for 
each case showed significant temperature difference in three out of thirteen cases. These cases show 
no clear pattern related to the gauge characteristics. 

6.3 Surface temperatures at t=25 s from two-dimensional analysis 
 
Table 2 displays the average node temperatures at t=25 s from the two-dimensional analysis.  This 
fixed time will be used to verify the two-dimensional analysis. The point of time at t=25 s was selected 
as it was just prior to the ignition of a majority of the experiments and distinct temperature differences 
had been established at that time. The average upper surface temperature was the average surface 
node temperatures between two gauges in the centre of the sample.  The upper 1 mm gauge slope 
temperature was the average surface node temperatures for a corner node and the corresponding 
nodes below it into the gauge for a distance of 1 mm. The average gauge bottom temperature was the 
node temperatures of the bottom node.  The location of both these temperatures was the gauge 
closest to the specimen centre. 

The upper surface and upper 1 mm gauge temperature increase as gauge depth increases for all 
angles and spacing. This is consistent with the fact that the net difference between heating (incident 
heat flux from cone and re-radiation within gauge) and cooling (convective cooling and re-radiation out 
of the gauge) increases with increasing depth.  

The gauge bottom temperature decreases as the gauge depth increases for all angles and spacing. 
This is consistent with the fact that the view factor from the cone heater to the bottom node always 
decreases with increasing depth and the view factor from opposite gauge slope to bottom node also 
decreases with increasing depth. 

The upper surface and upper 1 mm gauge temperatures decrease as gauge spacing increases for all 
angles and depths - except the 30 degree cases with a 2 mm gauge depth. This is consistent with the 
fact that the temperatures of the edge nodes are generally higher than the upper surface temperature 
as the edge node is exposed to heat flux from two directions. With increasing gauge distance between 
edge nodes, the upper surface temperature will decrease as edge node heating effect decreases. 
With a longer distance between two edge nodes, the cooling effect of the upper surface will increase 
and result in lower upper 1 mm gauge temperatures. The edge node temperatures in the 30 degree 
and 2 mm depth cases are lower than the upper surface temperatures as the net difference between 
heating and cooling is lowest for the 30 degree cases.  
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The gauge bottom temperature decreases or does not change as gauge spacing is increased for all 
angles and depths - except for the 30 degree cases. This is consistent with the fact that variations of 
the gauge distance will influence the upper nodes and upper surface but not the gauge bottom to the 
same degree. In the 30 degree cases - as the edge node has a lower temperature - an increasing 
spacing will result in higher upper surface temperature which will effect to some extent the gauge 
bottom temperature. 

The upper surface, the upper 1 mm gauge and gauge bottom temperatures all increase with 
increasing gauge angle for all depths and spacing. The upper region temperature increase has a peak 
at a gauge angle of 60 for the 2 mm depth and at a 45 angle for the 5 mm depth. This is consistent 
with an increase in the surface area and that the net difference between heating and cooling increases 
as the gauge angle increases. As the depth increases a larger portion of the radiative energy is re-
radiated from nodes in the upper slope region to the lower nodes in the 60 degree case than for the 45 
or 30 degree cases.  

Given the results of the model at t=25 s, the output of the model were found to be consistent with the 
definition of the boundary conditions and the virtual enclosures for the gauges. 

6.4 Surface temperatures at ignition from two-dimensional analysis 
 
Table 2 displays the average temperatures at the time of ignition from the two-dimensional analysis. 

The upper third gauge slope temperature was calculated for comparison with the experimental results 
as the thermocouples in the gauges were positioned in this part of the slope. The upper third gauge 
slope temperature was the average surface node temperatures for a corner node and the 
corresponding nodes below it into the gauge for a distance of one third of the total slope length. The 
location of the temperature was the gauge closest to the specimen centre. The upper surface and 
gauge bottom average temperatures are defined the same as previously noted for the t=25 s 
discussion. 

The significant difference of the model was defined as the level of significance of the experimental 
data - one standard deviation - which can be seen in Table 1. Use of the experimental standard 
deviations is reasonable as a model cannot be verified or validated to a level of uncertainty better than 
the available experimental data. 

When studying the ignition times in Table 2, six out of thirteen cases for the upper surface temperature 
showed significant difference when compared to the flat case. In all but one of these cases the gauge 
distance were 2 mm. Five out of thirteen cases for the upper third gauge slope temperature showed 
significant difference when compared to the flat case. These cases show no clear pattern related to 
the gauge characteristics. Comparing the upper surface and upper third gauge slope temperatures for 
each case showed significant temperature difference in two out of thirteen cases. Both of these two 
cases represent the 30 degree angle and 5 mm depth cases.  These results of the two-dimensional 
analysis are similar to the experiments where for a minority of cases significant differences are 
observed due to changes in gauge characteristics.  

Gauge bottom temperature behavior is similar to that noted for t=25 s. When comparing the gauge 
bottom temperatures with the corresponding upper surface temperatures significant difference was 
found in all cases. 
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Table 2. The average upper surface and gauge temperatures at ignition from the two-dimensional 
analysis. 
Case 
# 

Average 
upper 
surface 
temp. at 
ignition 
(°C) 

Average 
upper 
third 
gauge 
slope 
temp. at 
ignition 
(°C)  

Average 
gauge 
bottom 
temp. at 
ignition  
(°C) 

Average 
difference 
in temp.: 
upper 
surface 
and 
upper 
third 
gauge 
slope at 
ignition 
(°C) 

Average 
difference 
in temp.: 
upper 
surface 
and 
gauge 
bottom at 
ignition 
(°C) 

Average 
upper 
surface 
temp. at 
t=25 s 
(°C) 

Average 
gauge 
bottom 
temp. at 
t=25 s 
(°C) 

Average 
upper 1 
mm 
gauge 
slope 
temp. at 
t=25 s 
(°C) 

1 316 - - - - 303 - - 
2 341 341 215E 0 126 317 188 317 
3 365F 363G 186E 2 179 323 152 339 
4 361F 346 214E 15 147 346 195 330 
5 407F 381G 188E 26 219 368 152 358 
6 309 273G 135E 36 174 308 134 262 
7 335 289H 93E 46 242 318 84 298 
8 285 290 172E -5 113 319 204 326 
9 334 326 204E 8 130 320 191 331 
10 308 277G 140E 31 168 305 135 262 
11 371F 317H 104E 54 267 350 87 318 
12 370F 350 227E 20 143 354 207 338 
13 367F 330 198E 37 169 360 191 345 
14 308 273G 135E 35 173 307 133 262 
         
 

6.5 Comparison of experiments and results from two-dimensional analysis 
 
When comparing the temperatures at time to ignition found in Table 1 and Table 2, only in two cases 
did the temperatures show significant difference coinciding in both experiments and the two-
dimensional analysis. These cases show no clear pattern related to the gauge characteristics. In both 
experiments and two-dimensional analysis a majority of the temperatures were within the one 
standard deviation variation and did not show any significant difference compared with the flat case. 

6.6 Surface temperature distribution at ignition 
 
A flat surface will be distinguished by the relative uniform surface temperature, as opposed to a 
surface with roughness structures where the surface temperature could vary considerably. An average 
temperature for the entire surface would be appropriate for a flat surface but not for a surface with 
substantial roughness structures. The question is what kind of ignition criterion could be applied for a 
rough surface? Studying the temperature distributions of the two-dimensional analysis at ignition - 
                                                 
E Indicates significant difference based on 1 SD variation (38 °C) between upper surface and gauge bottom 
temperatures. 
F Shows significant difference based on 1 SD variation (40°C) compared to Case #1 for upper surface 
temperature. 
G Shows significant difference based on 1 SD variation (36 °C) compared to Case #1 for upper third gauge slope 
temperature. 
H Indicates significant difference based on 1 SD variation (38 °C) between upper surface and upper third gauge 
slope temperatures. 
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searching for consistent temperatures in specific portions of the surface - it was found that the average 
temperature of the gauge and adjacent upper surface in the middle of the sample played a key role 
and found to result in consistent temperatures at ignition. In the 45 degree cases: a temperature of 
614 K resulted in a mean percentage error of 0.06% when comparing the calculated ignition times with 
the actual times. In the 60 degree cases a temperature of 579 K resulted in a mean percentage error 
of 1.7%. In the 30 degree cases it was found that an average temperature of 552 K led to consistent 
temperatures with a mean percentage error of 0.02%. For the flat surface case a surface temperature 
of 589 K for the entire surface was calculated, resulting in a mean percentage error of 1.0%. 

It was found that - both for the experimental values and the calculated values - that initially the upper 
surface temperature increased more than the gauge temperature but prior to ignition the gauge 
temperature started to increase more than the upper surface temperature. These findings suggest that 
the effectiveness of the gauge as a heat sink will largely determine the ignition of the sample. As the 
gauge bottom temperature increases, the thermal resistance of the gauge will increase and the 
effectiveness as a heat sink will decrease, resulting in ignition. The depth of the gauge will also 
determine the effectiveness of the gauge as a heat sink, increasing depth leads to increased 
effectiveness. 

6.7 Decomposition zones and isosurface plots 
 
Photos were taken to document the difference in decomposition for case #3, 5, 7 and 11. Comparing 
the decomposition zone with the isosurface plot of the two-dimensional analysis, the appearance was 
found to fit very well. For case #3 a wave was observed - see figure 16 - and for case #5 a straight line 
(see figure 17). For case #7 – figure 18 - the appearance was less wavy than for case #3. For case 
#11 – figure 19 - the decomposition zone and the temperature distribution was evenly into the sample. 

 

 

Figure 16. Cross sectional area and isosurface plot of case #3. 

 

 

Figure 17. Cross sectional area and isosurface plot of serie #5.  

 

 

Figure 18. Cross sectional area and isosurface plot of serie #7. 
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Figure 19. Cross sectional area and isosurface plot of serie #11. 

 

Photos were taken of the upper surface and compared with the isosurface plots of case #6, #7 and 
#10. The greatest colour changes were for case #6 and the least for case #7 where unaffected parts 
could be found. The colour change of case #6 corresponds to the extensive temperature penetration 
of the three cases. The largely unaffected gauges of case #7 can be linked to the lower gauge 
temperatures. See figure 20 and 21.  

 

 

Figure 20. The colour changes - seen from above - for case #7, case #10 and case #6. 

 

 

Figure 21. Isosurface plot of case #7, 10 and 6. 

 

The similarities of the extension of the decomposition zones versus the temperature zones of the 
isosurface plots further strengthens the usefulness of the model. 

6.8 Other 
 
Uniform emissivity was assumed for the finite parts. This may be valid for specimen with smaller 
depths, but with larger depths charring may have started in the upper parts of the gauges while the 
lower parts may still be unaffected and emissivity will vary. The two-dimensional analysis could be 
refined accordingly.    

Invariant convection was assumed. Roughness will affect flow patterns and also the convective heat 
transfer. Even though features were milled into the specimen and no structures were interfering with 
the flow, the invariant convection assumption will have to be investigated further.  

Experiments should be performed with other heat fluxes and depths. Preferably lower heat fluxes and 
larger depths.  
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7. Conclusions 
 
It was found that in five out of thirteen experimental cases the average ignition time showed significant 
difference when compared to the flat surface case, but no clear pattern related to the gauge 
characteristics was detected. 

Two out of thirteen experimental cases for the upper surface and the gauge temperature showed 
significant difference when compared to the flat surface case.  These cases showed no clear pattern 
related to the gauge characteristics. Comparing the upper surface and gauge temperatures for each 
case showed significant temperature difference in three out of thirteen cases, again no clear pattern 
was detected. 

Verifying the two-dimensional analysis, the resulting outputs were found to be consistent with the 
definition of the boundary conditions and the virtual enclosures for the gauges. 

When studying the analysis results at the time of ignition, six out of thirteen cases for the upper 
surface temperature showed significant difference. Five out of thirteen cases for the upper third gauge 
slope temperature showed significant difference, but no clear pattern was detected.  Comparing the 
upper surface and upper third gauge slope temperatures showed significant temperature difference in 
two out of thirteen cases.  

When comparing the experimental results with the analysis results, only two cases showed significant 
temperature difference and coincided in both experiments and analysis.   

In both experiments and the two-dimensional analysis with normalized roughness features in the 
range 2% to 10% a majority of the temperatures were within the one standard deviation variation and 
did not show any significant difference compared with the flat case, except when comparing the gauge 
bottom temperatures and upper surface temperatures of the two-dimensional analysis where 
significant difference was found in all cases. 

A number of experiments were also conducted with a heat flux of 50 kW m-2, but resulted in virtually 
no differences in ignition time. This suggests that the importance of surface roughness will increase 
with decreasing heat flux, for example when the distance between the fire and the fuel item increases 
or when the heat release rate decreases. 
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